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a b s t r a c t 

The proliferation of different types of photographic and video cameras makes it relatively simple and 

non-intrusive to acquire facial fingerprints with sufficient quality to perform individuals’ identity veri- 

fication. In most democratic societies, a debate has been occurring regarding using such techniques in 

different application domains. Discussions usually revolve around the tradeoffs between utility (security 

in access control, mobile phone unlocking, payment processing, etc.), usability or economic gain and risks 

to citizens’ rights and freedoms (privacy) or ethics. This paper identifies the common aspects of different 

solutions for identity verification based on facial recognition techniques within different application do- 

mains. It then performs a privacy threat modelling based on these common aspects to identify the most 

critical risk factors and a minimum set of safeguards to be considered for their management. 

© 2023 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

Facial recognition is increasingly being incorporated into dif- 

erent security products and services. The proliferation of differ- 

nt types of cameras makes capturing this attribute straightfor- 

ard, cheap and non-intrusive. Furthermore, it is a biometric at- 

ribute that facilitates visual confirmation by a human of the result 

btained by the technological solution, which is impossible with 

ther biometric attributes. For example, a person cannot validate a 

ecognition made with a fingerprint or iris, but it is much easier to 

o it with a face. 

This work provides security practitioners with a basis for mod- 

lling the privacy threats affecting security products or services de- 

ending on identity verification performed with facial recognition. 

ecurity threats are typically modelled, i.e. those related to false 

ositives of the solution that allow for identity spoofing. However, 

hreat analysis from the point of view of users’ privacy, rights and 

reedoms is rarely considered. 

Specifically, the main contributions of this work are 1) A tax- 

nomy of application domains currently using identity verification 

ased on facial recognition. 2) A privacy threat model based on 
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he common aspects of the use cases associated with the men- 

ioned taxonomy and assumptions applicable to all of them. 3) A 

ist of the critical risk factors that cause these threats and recom- 

endations on how to avoid or mitigate them in the form of a 

atalogue of safeguards. The aim of this research is twofold. Firstly, 

uppose facial recognition is used in a security product or service 

hat requires identity verification. In that case, it should be done 

ith an awareness of the potential impacts on users’ privacy and 

hat existing risk factors should be managed ethically and respon- 

ibly. Secondly, this paper’s contributions can increase users’ trust 

n security products or services by clearly identifying the privacy 

hreats they pose. And providing them with criteria for knowing 

hether they incorporate adequate safeguards. 

The rest of this paper is organised as follows. Section 2 pro- 

ides an overview of the related work and previous research. 

ection 3 introduces the proposed methodology based on un- 

erstanding the common aspects of the different products and 

ervices used in different application domains and performing 

rivacy threat modelling to derive the catalogue of safeguards. 

ection 4 presents the identified application domains of facial 

ecognition for identity verification and summarises these common 

spects identified in all used cases. Section 5 proposes the privacy 

hreat model. Section 6 discusses the main analysed risk factors 

nd presents a catalogue set of essential privacy safeguards. Finally, 

ection 7 summarises our main conclusions. 
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Fig. 1. Summary of Related Work and connection to this research. 
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. Related work 

.1. On identity verification based on facial recognition 

In recent years, face recognition techniques have been ex- 

ensively researched in computer vision and pattern recognition 

 Adjabi et al., 2020; Kortli et al., 2020 ). From an algorithmic point

f view, two types of techniques for face recognition can be dis- 

inguished, those that work in two dimensions or 2D and those 

hat work in three dimensions or 3D. The first group or cate- 

ory has been dominant for many years and has achieved promis- 

ng results. But always in scenarios where the face acquisition 

tage is done under very controlled lighting, angle, posture, facial 

xpression or distance between camera and subject ( Du et al., 

022 ). 

The emergence of new application domains, such as identity 

erification, has meant that, in many cases, a sufficient degree of 

ontrol cannot be guaranteed, and the performance of these tech- 

iques is inadequate for specific domains. This is what has made 

t necessary to move towards the use of 3D techniques ( Alexandre 

t al., 2020; Soltanpour et al., 2017 ), many of them based 

n machine learning or artificial intelligence Wang and 

eng (2021) . 

Different research works have proposed identity verification so- 

utions based on all these face recognition techniques. They can be 

lassified into two main groups ( Christakis et al., 2022a ). 

The first is formed by systems that perform a pure verification 

rocess, deciding whether a person is who he or she claims to be 

y comparing his or her face with the face considered the gold 

tandard. I.e. with the face that is taken as good for that identity, 

bsolute or physical. Therefore, the person who undergoes facial 

ecognition claims an identity that must be verified. For this pur- 

ose, the person must be securely registered in a trusted system 

an enrolment or onboarding process in a database is necessary 

hrough physical, virtual or remote personation) or has to provide 

irectly, in real-time, the gold standard against which the compar- 

son is made (e.g. by using a token stored in an identification doc- 

ment or passport). 

The second comprises systems that are often referred to as 

dentification systems. They decide which of a closed set of faces 

he acquired or detected face most resembles without this kind 

f prior claim of identity. Thus, working with a relative identity 

hat does not have to be associated with the identity of a physical 

r natural person. The set of faces may be stored in an external 

atabase or be local; it may even be a single face. 
2 
.2. On privacy threat modelling 

”Threat modelling is a process that can be used to analyse po- 

ential attacks or threats, and can also be supported by threat 

ibraries or attack taxonomies” ( Uzunov and Fernandez, 2014 ). 

n addition, by performing threat modelling, ”the architecture of 

he system is represented and analysed, potential security threats 

re identified, and appropriate mitigation techniques are selected”

 Dhillon, 2011 ). 

Fig. 1 shows how one of the essential research areas for our 

ork concerns the proposal of methodologies for modelling secu- 

ity threats, and especially privacy threats, in different contexts. 

Over the years, different ways of conducting threat modelling 

rocesses have been proposed, almost all of them oriented towards 

ecurity threats (STRIDE, DREAD, OCTAVE, TARA), but some of them 

pecific to privacy threats such as LINDDUN ( Deng et al., 2011; Sion 

t al., 2018 ). This last methodology has been successfully used in 

he past to model privacy threats regarding identification and au- 

hentication processes ( Robles-González et al., 2020 ). 

The other essential area of work for our research is identity ver- 

fication based on facial recognition. Different specific solution pro- 

osals and use cases can be found within this area. They will be 

nalysed in detail in the next section of this paper. 

Some interesting research has also been done regarding the at- 

ack patterns that may threaten all these proposed solutions. Se- 

urity breaches in identity verification processes can compromise 

ational security, critical infrastructure security, citizens’ personal 

ata protection, etc. This is why many works cited in the previ- 

us section incorporate some form of security threat modelling or 

ulnerability analysis. 

A distinction is usually made in these analyses between pre- 

entation attacks and morphing attacks. In the former, the sub- 

ect presents him/herself to the sensor that collects his/her image 

or identity verification, using some kind of device (actual photo- 

raph or video or using deep fakes, 3D mask, make-up) that allows 

im/her to impersonate another subject ( Jia et al., 2020 ). 

In the latter, the system tries to use an image generated by 

erging (using morphing techniques) the faces of two subjects as 

 facial fingerprint or signature for a specific subject so that the 

acial recognition system positively identifies that facial fingerprint 

r signature for the two subjects whose image has been combined 

 Venkatesh et al., 2021 ). 

Both categories of attacks are often referred to as direct attacks, 

s they are specific to facial recognition systems and usually re- 

uire a high degree of understanding of how these systems work 
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o be successful. There are other so-called indirect attacks, which 

re generic and traditional cybersecurity attacks based on exploit- 

ng vulnerabilities in the hardware, software and communications 

nfrastructure on which the facial recognition system is running. 

Some very interesting and valuable qualitative and le- 

al discussions about facial recognition used to identify 

nd authenticate users have also been published, such as 

u (2021) , Christakis et al. (2022b) , Ada (2022) , NYU (2022) ,

ecuywe et al. (2022) , Barrett (2020) , Sarabdeen (2022) . And 

nally, research such as Zimmermann and Gerber (2017) , 

ormalini et al. (2017) , Sovantharith et al. (2021) or 

hore (2022) analyse users’ perceptions of facial recognition 

r biometric authentication: perceived benefits, trust, concerns, 

omfort, etc. 

However, to the best of our knowledge, any previous work has 

one any threat modelling from a privacy point of view, trying to 

dentify potential privacy impacts of identity verification based on 

acial recognition. 

. Proposed methodology 

A three-stage methodology has been proposed in this research 

o address the identified research gap. 

The first stage involves reviewing the literature regarding iden- 

ity verification based on facial recognition and creating a tax- 

nomy (see Section 4 ). Searches of scientific papers, commercial 

roducts and patents need to be carried out with the keywords 

acial recognition, face analysis, face identification, identity verifi- 

ation, biometric authentication and biometric access control. 

The aim is not to produce a survey of identity verification tech- 

iques based on facial recognition but to propose the mentioned 

axonomy understood as a controlled vocabulary. In other words, a 

losed list of application domains used to describe and classify the 

ifferent use cases found in the literature review regarding identity 

erification based on facial recognition. 

This step assists practitioners in understanding the targeted sys- 

ems and their common aspects: processes, assets, involved agents, 

nformation flows, etc. These common aspects in all analysed ap- 

lication domains can be used as a baseline for generic privacy 

hreat modelling, valid in all these domains. 

The second stage is the threat modelling process, based on 

he LINDDUN methodology since it is an empirically evaluated 

uyts et al. (2014) , Azam et al. (2022) mature privacy threat mod- 

lling methodology Shevchenko et al. (2018) , Xiong and Lager- 

tröm (2019) , ISO (2019) that supports analysts in systematically 

liciting and mitigating privacy threats (see Section 5 ). 

LINDDUN is a specific methodology for privacy threat modelling 

rocesses based on a Data Flow Diagram (DFD) as a graphical tool 

o model the system under analysis. Threats are elicited by it- 

rating over the DFD elements to identify privacy threats. LIND- 

UN is the acronym for Linkability, Identifiability, Non-repudiation, 

etectability, Disclosure of information, Unawareness, and Non- 

ompliance, the 7 privacy threat categories considered by this 

ethodology. Like any other methodology with these character- 

stics, LINDDUN enables the analysis of systems or projects in a 

tructured and thorough way in search of privacy threats. There- 

ore, the process is conducted with the help of LINDDUN cata- 

ogues and body of knowledge ensuring the comprehensiveness 

nd the completeness of the modelling method. 

It has to be pointed out that the developed threat model 

onsiders that face recognition processes are not data process- 

ng in themselves but are part of a processing operation to per- 

orm a subject identity verification. Furthermore, the produced 

hreat model must be focused exclusively on the rights and free- 

oms of the subject undergoing identity verification concerning fa- 

ial recognition techniques. The threat model must systematically 
3 
nd comprehensively identify all those aspects that, from differ- 

nt points of view, could harm the privacy of subjects undergoing 

dentity verification through facial recognition. 

Finally, the third stage of the proposed methodology is the dis- 

ussion of the threat modelling results, providing a summary of 

hese essential risk factors regarding the use of facial recogni- 

ion for identity verification and a catalogue of privacy safeguards 

hich could be applied to deal with the identified threats (see 

ection 6 ). 

This paper shows the results of using this method for the first 

ime. If new iterations were required because new application do- 

ains or use cases must be added to complete the threat model, 

his might modify the lists produced, adding new risk factors or 

ew safeguards. But the users of this method would work as il- 

ustrated in the coming sections, following the same stages in the 

ame way. 

. Taxonomy of application domains 

The proposed taxonomy is summarised in Table 1 , composed of 

our main categories. 

The first, Access Control, is the most extended. It is devoted 

o identifying, authenticating and, sometimes, authorising subjects 

hen they wish to access physical or digital spaces. In this cate- 

ory, subjects may or may not provide their real or physical iden- 

ity; it depends on the specific use case. 

The second, Know Your Customer (KYC), tries to identify the 

arties to a transaction (at least one) before the transaction is car- 

ied out. In this case, the subject always provides his or her real 

dentity to the verification solution. Some recent use cases are fo- 

used on the personalisation of ads, products or services, but these 

re not very extended yet. 

The third, related to Payments, groups all the systems designed 

o identify those responsible for or owning a means of payment 

nd thereby authorise or deny economic transactions between in- 

ividuals or between individuals and businesses. Since the verifica- 

ion system is almost always connected to a credit card or a bank 

ccount, in this application domain, the subject’s real identity is 

andled very often, directly or indirectly. 

Finally, the fourth, Presence control, is devoted to verifying, on 

 regular and automatic basis, that a particular subject is at a par- 

icular place at a particular time. Again, subjects may or may not 

rovide their real or physical identity; it depends on the specific 

se case. 

The properties of face recognition systems in these four appli- 

ation domains are very different. 

The first difference between one domain and another is in 

he inputs with which they operate. Some systems work with 

ideo recordings, others with live video or photographs. In addi- 

ion, some systems include sensors (RGB, depth, EEG or electroen- 

ephalogram, thermal) to provide additional information to help 

dentify facial images within the input signals or to enrich the in- 

ormation used for facial recognition. If available, these sensors can 

e embedded within the detection system software and work on 

he input images (specific facial sensors, e.g. eye trackers) or be ex- 

ernal elements that provide additional information to the system 

non-visual sensors, e.g. audio, depth, EGG sensors). 

Of course, there are also significant differences in the pre- 

rocessing of the signal to get the image to work with, the way 

he signal is processed, how faces are detected in these images 

r which specific facial features or characteristics are extracted, as 

ell as in the normalisation of facial landmarks, the creation of 

ignatures or the facial recognition itself. 

In addition, the biometrics engine to perform the facial recog- 

ition, and in some cases other system components (sensors, 
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Table 1 

Taxonomy details. 

Application domain Use cases and examples Specific requirements 

Access control Physical spaces: doors and gates ( Anyalewechi et al., 2021; Nag et al., 2018; 

Orna et al., 2020 ) (houses, touristic accommodations, offices), buildings 

( Enriquez Aguilera, 2021; Oyebode and Ukaoha, 2022 ) (schools, casinos, 

sports facilities, critical infrastructures), transport Lin et al. (2018) , national 

borders ( Carlos-Roca et al., 2018; del Rio et al., 2016 ). Digital spaces: 

resources ( Galterio et al., 2018; He et al., 2018 ) (smartphones, IoT devices), 

services and applications ( Ahmed et al., 2012; Dahia et al., 2020; Han et al., 

2010; Jovanovic et al., 2016; Rizal and Christnatalis, 2019 ) (passwordless 

approaches, continuous authentication). 

A permissions or privileges database is often added to 

the system and is used in cases where identity 

verification is successful. 

KYC Financial applications ( Arner et al., 2019; Kumar and Punitha, 2020; Schlatt 

et al., 2021 ) (bank account opening, authorisation of high-risk transactions), 

e-government transactions ( Allemann, 2019; Patil and Jain, 2021 ) (payment 

of taxes or fines, consultation of sensitive information), remote enrolment or 

onboarding in trusted services Kinyua (2020) . 

Photo identification card or document. Depending on the 

use case, databases of offences, penalties, fines, debts, etc. 

Payments Second authentication factor for payments Xu et al. (2015) , Pal et al. (2017) , 

Pay by the Face Apple (2022) ; Google (2022) ; Samsung (2022) ; 

WeChat (2019) (using a smartphone, using specific infrastructure at the 

commerce) 

Connection with banks or credit institutions to perform 

the payment once the identity verification is a success. 

Presence control Supervision and monitoring of online exams Jia et al. (2020) , 

Elshafey et al. (2021) , Ganidisastra and Bandung (2021) , automatic recording 

of attendance at class or work Preethi et al. (2020) , Agarwal et al. (2021) . 

A camera that works continuously, in real time, to 

capture images of the subject periodically. 

Fig. 2. Common architecture. 

d

s

g

(

5

t

t

atabases and repositories, etc.), may be consumed as a third-party 

ervice, again with many variations from case to case. 

Despite all these differences, some steps and elements can be 

eneralised that appear in all application domains and use cases 

 Fig. 2 ): 

1. Inputs: The input signals come from different types of cameras 

(photographic or video). In the case of working with video, the 

most common is to divide the recordings into images or frames 

to carry out the rest of the steps of identity verification. The 

inputs can also include the data collected by different sensors 

that collect other biometric, spatial or physical attributes. 

2. Image pre-processing: The next step is to normalise the in- 

put signals to produce a homogeneous image that can be used 

later. Although pre-processing will depend on the system, the 

most common is changing colour balances, removing noise, ho- 

mogenising the lighting, cropping the background or aligning 

the face image. 

3. Extraction of facial features: The face is detected in the im- 

age, and its main characteristics or features, which distinguish 

it from other people’s faces and make it unique, are extracted. 
4

This is usually done by working with the face’s structure, size 

and shape, as well as its main features (eyes, nose, mouth). 

4. Creation of the facial signature: With the information obtained 

in the previous step, a facial signature (also called a facial print) 

is created. 

5. Face recognition: Through the techniques and mechanisms 

mentioned in the Related work section, the comparison of the 

facial signature extracted in the previous step with the different 

available signatures is made. These signatures may be stored 

in a reference database (global or in a local repository) or pro- 

vided by the user or a third party in real time (directly, through 

a physical token, or by claiming a specific physical identity or 

pseudonym). If there is a match or similarity with sufficient 

confidence, the identity verification will have been successful. 

If not, the verification will have failed. 

. Threat modelling 

The Data Flow Diagram (DFD) used as a basis to produce the 

hreat model comes directly from the standard or common archi- 

ecture proposed in the previous section, and it is shown in Fig. 3 . 
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Fig. 3. Data Flow Diagram. 
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Table 2 

Summary of identified threats. 

L I N D D U N 

E1 X X X X 

E2 

E3 

E4 

DF1 X X X X X 

DF2 X X X 

DF3 X X X 

DF4 X X X 

S0 X X X 

S1 X 

S2 X X X 

S3 X X X 

P1 X 

P2 

P3 

P4 

f  

v

w

Entity E1 is the subject whose identity is to be verified. Entity 

2 is the operator of the identity verification system, while entities 

3 and E4 are third parties (commercial suppliers, partners, con- 

ractors) and authorities (states, banks, telecom operators), respec- 

ively. All processes from P1 to P4 are those that have been identi- 

ed in this work as essential for any of the application domains of 

ace recognition to identity verification: Image pre-processing (P1), 

xtraction of facial features (P2), Creation of the facial signature 

P3) and Face recognition (P4). These processes can be executed in 

2 or E3 infrastructure depending on the specific architecture of 

ach use case. 

S0 storage is any database or internal repository of the face 

ecognition system that allows storing raw inputs, intermediate 

rocess results (partially pre-processed data, different versions of 

acial signatures, etc.), metadata or logs. S1 storage is usually some 

hip, QR code or similar that allows the subject undergoing the 

dentity verification process to provide real-time images of his or 

er face or, directly, their signature or facial print. It is frequently 

ssociated with an identification document (such as an ID card, 

assport or access card). 

The S2 and S3 storage are the databases or repositories that 

rovide the facial signatures against which the signatures of the 

ubject whose identity is to be verified are compared. These 

atabases or repositories are operated by whoever has the au- 

hority to do so; this could be an authority from the point of 

iew of the verification process: government, state agency, bank, 

tc. (S2, remote database). Or the system operator itself (S3, lo- 

al database or repository). The storage from S4 onwards brings 

dditional information to the process (depending on the use case 

nd the application domain), such as permissions, reputation, 

tc. 

Finally, it is necessary to analyse three data flows related to 

he inputs to the system from the entity E1 (the subject): with 

he presentation of its face (DF1), its token for verification (DF2, 

hen operating in this way) and its identity or pseudonym (DF3) 

hen claimed for that particular use case (because the pattern is 

ot provided for comparison with DF2 and must be retrieved from 

torage S2 or S3). The D4 flow is the output flow, i.e. the result 

f the identity verification produced by the system operator after 

erforming the facial recognition. 
5 
This DFD has been developed under the following assumptions: 

1. The same Data Flow Diagram (DFD) can be used for all use 

cases in the different application domains as they share most 

of the elements as demonstrated in the previous section. 

2. All elements of the DFD that are the responsibility of the sys- 

tem operator and the third parties with which it works are 

adequately protected against cyber-attacks (caused by external 

threats), as well as the communications between the. There is 

a trusted boundary that groups together the essential processes 

for facial recognition and identity verification as well as the 

data flows between them. 

3. The processes within the DFD are appropriately implemented 

and perform the function for which they are designed. 

4. The elements appearing in the DFD cannot be impersonated ex- 

cept for the subject undergoing identity verification. 

Following the threat catalogues provided by LINDDUN in the 

orm of a tree ( Wuyts et al., 2014 ), consulting with experts and

erification system operators, or testing in controlled environments 

here necessary, fifteen different threats have been identified. 
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hey are summarised in Table 2 and explained in depth in the fol- 

owing sections. 

Note that LINDDUN is focused on seven different privacy threat 

ategories: 

• Linkability: Being able to know if two or more items of interest 

are linked or not, without knowing the actual identity of the 

subject related to the linkable items. 
• Identifiability: Being able to identify the subject within a set of 

subjects or not being able to hide the link between the identity 

and an item of interest. 
• Non-repudiation: Not being able to deny a claim about some- 

thing the subject knows, has done, etc. 
• Detectability: Being able to know if an item of interest exists or 

not. 
• Disclosure of information: Being able to copy, transmit, view, 

stole or use sensitive, protected or confidential data without the 

proper authorization. 
• Unawareness: Being unaware of the consequences of sharing 

data. 
• Non-compliance: Not being compliant with legislation, regula- 

tions, and corporate policies. 

.1. Threat 1: Possibility of knowing that two or more transactions 

orrespond to the same subject 

Description The subject undergoing identity verification pro- 

ides, directly or indirectly, at least an image of his face for each 

ew transaction (each new verification and, therefore, face recog- 

ition). At each interaction with the recognition system, this face 

oes not change; it is always the same. Therefore, all transactions 

an be known to be associated with that particular subject, even if 

he identity is not known. 

Threat agent The E2 entity (system operator), always. Entities E3 

third parties) and E4 (authorities), in some use cases only (when 

he third parties have access to the face or facial signature or when 

he authorities have access to a pseudonym, respectively). 

Pattern The entity that becomes a threat actor records the asso- 

iated face, signature or pseudonym for each transaction that takes 

lace. As these cannot be modified (not even the pseudonym, be- 

ause it is used to index the database of facial signatures against 

hich comparisons are made), the threat agent can subsequently 

earch and find out which transactions correspond to the same 

ubject. 

Impact To Linkability. 

.2. Threat 2: Possibility of knowing that two or more data flows 

orrespond to the activity of the same subject 

Description The subject undergoing identity verification is the 

ource of three data flows, DF1, DF2 and DF3. When these flows 

re produced, they carry associated metadata such as IP address, 

evice or session identifiers, and geolocation. Even metadata that 

llows profiling the subject’s behaviour: time, frequency, use of 

nterfaces such as keyboard or mouse, etc. All this metadata can 

ake it possible to distinguish which flows come from the same 

ubject. The data flow produced as a result of the verification (DF4) 

an also incorporate metadata that allows adversaries to know 

hich of them belong to the same subject and even if the veri- 

cations have been positive or negative (i.e. the type of result pro- 

uced). For example, some device or session identifier or destina- 

ion IP address. 

Threat agent Entity E2 (system operator) because it always in- 

eracts with the subject in one way or another. Entities E3 (third 

arties) and E4 (authorities), in some use cases only (when any 

f the data flows DF1, DF2, or DF3 go directly from the subject to 
6 
hese entities or when they have access to DF4). External actors, 

or example, capable of monitoring some of the performed com- 

unications. 

Pattern The entity that becomes a threat actor records, for each 

ata flow, all associated accessible metadata. It can then search 

nd know which data flow corresponds to the same subject if the 

etadata are always the same or produce unique profiles for each 

ubject. 

Impact To Linkability. 

.3. Threat 3: Possibility of knowing that two or more stored records 

orrespond to the same subject. 

Description There are records related to the subject and its 

ransactions stored in different repositories and databases (S0, S2, 

3) within the DFD. An adversary may infer that different records 

elong to the same subject by accessing these repositories and 

atabases. Even because the records are directly associated with 

ome kind of pseudonym that allows inferring these relationships 

rivially. 

Threat agent Any entities that own or operate these repositories 

r databases (E2, E3 and E4), as well as external actors that may 

ave access to these databases. 

Pattern This threat occurs, firstly, because access control to 

epositories and databases is often weak, which means that the 

east privilege is not applied, that minimum privilege is not en- 

orced, insider threats may exist, etc. Secondly, these repositories 

nd databases frequently store too much information about the 

ubjects and their transactions (especially in the local ones like 

0 and S3, internal to the systems) for too long (even years). This 

akes it easier to search patterns associated with each subject. In 

ddition, cross-checking with information from external or public 

ources (social networks or other repositories or databases) can 

acilitate this task of inverse biometrics ( Gomez-Barrero and Gal- 

ally, 2020 ). 

Impact To Linkability. 

.4. Threat 4: Possibility of knowing who the subject involved in a 

pecific identity verification is 

Description The subject undergoing identity verification provides 

or each new transaction (each new facial recognition) either her 

eal identity or a pseudonym from which this identity can be in- 

erred. Or a facial image or signature from which this real identity 

an also be inferred. 

Threat agent Any of the entities involved in the identity verifi- 

ation process (E2, E3 and E4) and external actors. 

Pattern This threat can be materialised in different ways: 

• In some use cases, the subject has to provide her real identity 

directly to retrieve the facial signature with which his face has 

to be compared from the S2 or S3 storage. 
• In other cases, the real identity is not provided, but a 

pseudonym is provided to perform the exact search. And one 

could infer from this pseudonym the real identity of the sub- 

ject. 
• In different elements of the DFD, images are transferred (DF1), 

processed (P1, P2, P3, P4) or stored (S0, S1, S2, S3). Or facial 

signatures. Depending on the techniques used to obtain, trans- 

fer, process, or store them, the subject’s real identity can be 

inferred using different reverse image or face search tools. For 

example, a generic web search engine such as Google, Bing or 

Yandex, or a more specific tool such as ImageRaider, PimEyes 

or TinEye Reverse Image Search, to mention just a few of the 

possible alternatives. 

Impact To Identifiability. 
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.5. Threat 5: Possibility of knowing who is the originating subject of 

 data flow 

Description The subject undergoing identity verification is the 

ource of three data streams: DF1, DF2 and DF3. When these flows 

re produced, they carry associated metadata such as IP address, 

evice or session identifiers, and geolocation. Even metadata that 

llows profiling the subject’s behaviour: time, frequency, use of in- 

erfaces such as keyboard or mouse, etc. All these metadata can 

ead to identifying the subject, i.e. to knowing his or her real iden- 

ity. 

The data flow resulting from the verification (DF4) may also in- 

orporate metadata that allows adversaries to infer the identity of 

he subject and even whether the verifications have been positive 

r negative (i.e. the type of result produced). For example, some 

ind of device or session identifier or destination IP address. 

Threat agent Entity E2 (system operator) because it always in- 

eracts with the subject in one way or another. Entities E3 (third 

arties) and E4 (authorities), in some use cases only (when any 

f the data flows DF1, DF2, or DF3 go directly from the subject to 

hese entities or when they have access to DF4). External actors. 

Pattern The entity that becomes a threat actor records, for each 

ata flow, all associated accessible metadata. It can then search ex- 

ernal or public sources to associate this metadata with the sub- 

ect’s identity. 

Impact To Identifiability. 

.6. Threat 6: Possibility of knowing who is the originating subject of 

 stored record 

Description There are data records in the DFD related to the 

ubject and its transactions stored in different repositories and 

atabases (S0, S2, S3). It is possible that by accessing these repos- 

tories and databases, it can be inferred that different records be- 

ong to a subject with a specific identity. Even because the records 

re directly associated with this identity, which makes the materi- 

lisation of this threat trivial. 

Threat agent Any entities owning or operating these repositories 

r databases (E2, E3 and E4), as well as external actors who may 

ave access to these databases. 

Pattern This threat occurs, firstly, because access control to 

epositories and databases is often weak, which means that the 

east privilege is not enforced, insider threats may exist, etc. Sec- 

ndly, in these repositories and databases, there is often too much 

nformation about the subjects and their transactions (especially 

n local ones such as S0 and S3, which are internal to the systems) 

or too long (for years, for example). This makes searching patterns 

ssociated with each subject and their specific identity easier. In 

ddition, cross-checking with information from external or public 

ources (social networks or other repositories or databases) can fa- 

ilitate this task by undoing pseudonyms or searching for specific 

aces. 

Impact To Identifiability. 

.7. Threat 7: Impossibility for a subject to deny being the origin of a 

ata flow 

Description The subject undergoing identity verification is the 

ource of an essential data flow, DF1, which provides the system 

ith the input. This threat has two strands. In the first, the subject 

as actually been the origin of this flow but wants to be able to 

eny it in the future. In the second, it may seem that the subject 

as been the originator, but it was not initiated by the subject but 

y an opponent in his or her name. 

Threat agent Entity E2 (system operator) because it always in- 

eracts with the subject in one way or another. Entities E3 (third 
7 
arties) and E4 (authorities), in some use cases only (when they 

ave access to the DF1 flow). External agents. 

Pattern This threat can be materialised with different patterns. 

n its first strand, that is, when the subject is actually the source 

f the data flow: 

• There may be a lack of physical obfuscation, i.e. if it can be 

observed that the flow is initiated (e.g., because the image is 

collected with a specific sensor in a public space), it can be 

recorded as such. 
• There may be a lack of logical obfuscation, concealment or en- 

cryption if the DF1 flow is initiated remotely, e.g. via the In- 

ternet. It may be recorded that the origin of that flow is that 

specific subject. 

In its second strand, i.e. when the subject is not the origin of 

he data flow, but an adversary wants to make it appear that he or 

he is: 

• There may be a presentation attack that produces a positive re- 

sult in the identity verification and makes a subsequent repu- 

diation of the initiated flow impossible. 
• There may be a logical impersonation in the DF1 flow (e.g. due 

to a lack of mutual authentication between endpoints) or a re- 

play attack (so that the adversary resubmits the same input 

used by the legitimate subject in the past to initiate a new data 

flow). 

Impact To Non-repudiation. 

.8. Threat 8: Impossibility for a subject to deny being the origin of a 

tored record 

Description There are records in the DFD related to the subject 

nd its transactions stored in different repositories and databases 

S0, S2, S3). The subject may not be able to deny that any of these

ecords are related to one of his or her identity verifications. Again, 

here are two strands to the threat. In the first, the subject is actu- 

lly related to the record but wants to be able to deny it in the fu-

ure. In the second, the subject is not actually related to the record, 

ut an adversary makes it appear to be so. 

Threat agent E2, E3 and E4 entities operating the different stor- 

ges. External agents. 

Pattern This threat can be materialised with different patterns. 

n the case of the first strand, the problem is that the subject, ac- 

ually related to the record, wants to remove it from storage but 

oes not have the mechanisms, tools or procedures to do so. Here 

here is a particular case where the subject who wants to delete 

 record containing his or her data is not the one who undergoes 

he identity verification but a third party. Most likely, there is his 

r her data in S0 (from when the image is captured in a public 

pace or at home, for example). 

In the case of the second strand, the adversary uses morphing 

ttacks in such a way that he or she manages to store in S1, S2 or

3 as a gold standard a maliciously created signature that produces 

 positive verification for the subject and makes it appear that it is 

is or her identity, the one related to a particular stored record. 

Impact To Non-repudiation. 

.9. Threat 9: Impossibility for a subject to deny having initiated a 

rocess of identity verification. 

Description The subject undergoing identity verification initiates 

he whole process by creating the input with the image of his face. 

ven if he or she then desists and the identity verification process 

oes not go ahead (e.g. because the data stored within S1 is not 

ubmitted or because the necessary information to search in S2 or 
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3 is not provided), he or she may no longer be able to deny in

he future that he or she initiated it. 

Threat agent Entity E2 (system operator) because it always in- 

eracts with the subject in one way or another. Entities E3 (third 

arties) and E4 (authorities), in some, use cases only (when they 

ave access to the initial process P1). External agents. 

Pattern This threat is realised when secure logs are kept for this 

1 process. These logs make it possible to know that the subject 

nitiated identity verification at a specific time from a specific de- 

ice or location and cannot deny it. 

Impact To Non-repudiation. 

.10. Threat 10: Ability to detect that a data flow exists 

Description The subject undergoing identity verification is the 

ource of different data flows (DF1, DF2, DF3) and produces one as 

 result (DF4). The adversary is interested in knowing whether any 

f them exists, for example, on a specific date and time or from a 

pecific device. 

Threat agent Entities E2, E3 and E4. External actors. 

Pattern This threat can be materialised with different patterns. 

here is a trivial one when the detection of flows can be done 

y simple physical or face-to-face observation. In all other cases, 

etection can be done by pattern analysis. For example, from the 

ontext in the device (DF1, DF4): if an app is used when perform- 

ng identity verification, a process is executed, the camera is used, 

nd resources (CPU, memory, bandwidth) are consumed with a 

pecific pattern. But also by network context (DF1, DF3, DF4), by 

raffic analysis, e.g. because communication with a particular end- 

oint, a specific header or protocol is observed by the size of the 

essages. Detection can also be done by analysing the user context 

DF1, DF4), e.g. keyboard or mouse usage. 

Impact To Detectability. 

.11. Threat 11: Ability to detect that a stored record exists 

Description In the DFD, records relating to the subject and its 

ransactions are stored in different repositories and databases (S0, 

2, S3). The adversary is interested in knowing if they exist, for 

xample, at a specific date and time or from a specific device. 

Threat agent E2, E3 and E4 entities operating the different stor- 

ges. External agents. 

Pattern Again, this threat occurs, firstly, because access control 

o repositories and databases is often weak, which means that the 

east privilege is not enforced, insider threats may exist, etc. Sec- 

ndly, in these repositories and databases, there is often too much 

nformation about the subjects and their transactions (especially in 

ocal ones such as S0 and S3, which are internal to the systems) for 

oo long (for years, for example). This makes it easier to perform 

earches to determine if a record exists, even if it is masked or 

ncrypted. In addition, cross-checking with information from ex- 

ernal or public sources (social networks or other repositories or 

atabases) can facilitate this task. 

Impact To Detectability. 

.12. Threat 12: Possible leakage of information to third parties 

Description In the DFD, there is an essential data flow in which 

he subject provides an image of his face as input to the system. 

t the moment of the presentation of the face, information may be 

cquired surreptitiously. Therefore, information leakage may occur, 

ither about the subject or third parties. 

Threat agent E2, E3 and E4 entities operating the different stor- 

ges. External agents. 

Pattern Different patterns lead to information leakage. For ex- 

mple, data from the background, surroundings, and other subjects 
8 
re also captured while capturing the image of the subject’s face. 

t can also happen, for example, that a third party takes advantage 

f this to get his image of the subject’s face during an act of phys-

cally presenting the face. 

Impact To information Disclosure. 

.13. Threat 13: Potential for lack of awareness or understanding of 

isks 

Description The subject (E1) does not understand the conse- 

uences of using facial recognition in the identity verification pro- 

ess. He or she does not have information about the risks involved 

nd the extent of the techniques and mechanisms used in the sys- 

em. 

Threat agent E2, E3 and E4 entities. 

Pattern Different patterns lead to the materialisation of this 

hreat, mainly: 

• The subject is not aware of everything that can be inferred 

about him or her from the input provided to the system for ver- 

ification (identity or pseudonym, face image that may include 

in the capture a background, other people, expression, clothes, 

etc.). 
• By default, biometrics is used, and the subject is unaware that 

identity verification can be performed by other means. 
• The subject is not aware of the data flows in and out of the 

system and what they contain. Nor is he or she aware of what 

is stored in S2, especially in S0, S1, and S3. Nor does he or she

know whether has any control over it. 

Impact To Unawareness. 

.14. Threat 14: Possibility of non-compliance with agreements or 

ontracts 

Description E2, E3, and E4 entities do not comply with the func- 

ional requirements set for the identity verification system or with 

he committed performance or quality of service. This may lead to 

mbalances, stigmatisation, denials of service or spoofing, etc. 

Threat agent E2, E3 and E4 entities. 

Pattern Two fundamental patterns materialise this threat. In the 

rst, there is an adversary capable of falsifying identity verification 

esults (false positives). This pattern includes presentation attacks, 

orphing attacks and attacks that threaten the physical integrity 

f the subject (presentation of a face forced with violence or while 

leeping, passed out or deceased). In the second, the problem is 

ystem design or implementation flaws that lead to false negatives, 

.e. failures of verification for legitimate subjects. This may be due, 

or example, to poor treatment of certain occlusions or gender or 

ace biases. 

Impact To Non-compliance. 

.15. Threat 15: Possibility of non-compliance with regulations or 

tandards 

Description Entities E2, E3 and E4 do not comply with any of the 

egulatory frameworks that affect them due to their geographical 

cope of operation, the nationality of the subjects, and the sector 

f activity. 

Threat agent E2, E3 and E4 entities. 

Pattern Again, two main groups of patterns can be distin- 

uished. First, the threat is materialised by poor privacy manage- 

ent or insufficient or inconsistent policies. This is quite likely in 

he application domains analysed in this research, as there is of- 

en an imbalance of power between the entities involved in the 

dentity verification process and the subjects who undergo it. This 

eans that the consent the subject provides is not explicit, free, 
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Table 3 

Relationship between threats and risk factors. 

Threat Impact Power imb. Data nat. Cent. datab. Diff. ent. Perf. 

1 L X X X 

2 L X X X 

3 L X X X 

4 I X X X X 

5 I X X X X 

6 I X X X X 

7 N X X X 

8 N X X X X 

9 N X X 

10 D X X X 

11 D X X X X 

12 D X 

13 U X X 

14 N X 

15 N X X X 
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ufficiently informed, etc., to begin with. This implies, at least in 

urope, non-compliance with the existing regulatory framework. 

n the second group, the problem is the lack of communication or 

oordination between entities (E2, E3, E4) and information for the 

ubject (E1). 

Impact To Non-compliance. 

. Catalogue of safeguards 

Each of the fifteen threats identified during the modelling pro- 

ess could lead us to suggest concrete safeguards to mitigate them. 

ut this research is trying to obtain generic results valid for any 

se case or application domain. For this reason, it is better to anal- 

se the essential risk factors that share all the identified threats 

nd propose safeguards considering these risk factors. Thus, if new 

hreats are identified in the future, or new use cases or application 

omains arise, it is likely that many of the safeguards proposed 

ere will continue to be helpful. 

After analysing the fifteen threats identified using LINDDUN, 

ome critical aspects that increase the risk of this type of verifi- 

ation can be highlighted: 

• There is often a power imbalance between the system opera- 

tor and the subject whose identity is verified. The subject of- 

ten cannot perform identity verification with another operator, 

even if it is not applying good security practices or privacy-by- 

design measures. This may affect the proportionality and legit- 

imacy of the processing, the validity of the consent provided, 

the level of control of the subject over his or her data, etc. But 

in general, there is a high risk of non-compliance with regu- 

lations or rules relating to privacy and data protection, such 

as the GDPR, which, on the other hand, do not usually incor- 

porate explicit obligations or recommendations associated with 

the use of biometric data such as facial signatures. 
• The processing of these types of data , by its very nature 

(biometric), implies a high risk of linkage, identification, non- 

repudiation, detectability and non-compliance. In addition, in 

almost all use cases, the processing of facial signatures is as- 

sociated with processing other data such as the subject’s real 

identity, easily reversible pseudonyms or metadata that allow 

inferring information about geolocation, used devices, etc. 
• The use of centralised databases by the different entities in- 

volved in the facial recognition process is worrying because of 

the amount of data they can store and, in many cases, of a large

number of subjects. The nature of the processing, which aims at 

identity verification, does not allow, in many cases, the use of 

techniques such as anonymisation. Unfortunately, there are few 

use cases where such databases can be avoided by providing 

the subject with a gold standard token for his or her face. 
9 
• In most use cases, the existence of different entities collabo- 

rating to carry out the face recognition process increases the 

risks to the rights and freedoms of the subjects. Outsourcing or 

subcontracting different processes complicates compliance and 

causes a loss of control and transparency that can be critical. 
• In contrast to other types of data processing, performance is 

essential for the rights and freedoms of subjects. Depending on 

the use case, a higher-than-ideal false positive or false negative 

rate may imply a high risk for all application domains. It should 

be considered that identity verification through facial recogni- 

tion can, in many cases, have legal effects on the subject. 

Table 3 summarises the relationship between the threats mod- 

lled and these five risk factors, determining the most relevant in 

ach case. 

The following list summarises the provided recommendations 

o avoid these risk factors or mitigate them when incorporating 

dentity verification based on facial recognition into security prod- 

cts or services. These recommendations are generic and common 

o all the application domains and use cases discussed before, they 

ome from the taxonomy of mitigation strategies provided by the 

INDDUN methodology and from different guides about privacy 

nhancing technologies and privacy-by-design measures such as 

EPD (2019) , ICO (2022) or CNIL (2022) : 

1. Power imbalance: Explore the possibility of performing iden- 

tity verification by alternative means that do not require facial 

recognition mechanisms and offer them as an alternative. Pri- 

oritise techniques where the subject controls the device used 

for capturing the facial signature, executing facial recognition 

processes or providing the token for verification. Eliminate sec- 

ondary purposes of the performed processing. Consider identity 

verification of vulnerable groups (minors, refugees, etc.) as use 

cases separate from the general one, more restrictive with spe- 

cific protections. In application domains or use cases where the 

real identity of the subjects is not used, make an explicit com- 

mitment that you will not make any effort to identify the sub- 

jects. In cases where a physical presentation of the face takes 

place, organise spaces in such a way as to preserve the pri- 

vacy of the subject. Establish procedures and mechanisms for 

the attention of subjects’ rights that go beyond the minimum 

established by current regulations. Establish mechanisms that 

provide special guarantees for the collection and withdrawal of 

consent. 

2. Data nature: Minimise the number of subjects involved in the 

processing. Minimise the total volume of data processed for 

each subject, always choosing the least detailed data set that al- 

lows the required identity verification. Minimise the time taken 

and the frequency with which the face recognition/identity ver- 
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ification process is performed. Minimise the interaction or in- 

teroperability of the processing involving identity verification 

with other processing in the entity acting as the system op- 

erator. Obfuscate/encrypt the data used to perform facial recog- 

nition; the level of complexity used should be proportionate to 

the risk involved with each type of data or attribute. 

3. Centralised databases: Store higher-risk data in different stor- 

ages (databases, repositories, lists, etc.) that are logically or 

physically independent. Partially delete data, metadata, inter- 

mediate results, indexing tables between independent storage, 

etc., as soon as they are no longer needed for face recognition 

and identity verification. In other words, it must be established 

for each data and process the necessary retention period. Auto- 

mate partial or total deletion processes after retention periods. 

Deletion may consist of reverting to a default value in the case 

of complex records with data with different retention periods. 

Check that the deletion is done so that recovery is not possible 

and that it also occurs on other secondary media, such as back- 

ups or the subject’s own device. Deploy mechanisms to detect 

security breaches or incidents in the different processes. 

4. Collaboration between different entities: Separate or isolate the 

different processes involved in face recognition according to the 

entity performing them. For each process, choose only third 

parties offering sufficient guarantees to implement appropriate 

technical and organisational measures according to the risk in- 

volved. Include in contracts and service level agreements ele- 

ments that explicitly state the risks to the rights and freedoms 

of subjects arising from the process being commissioned and 

the security measures required. Manage access to data accord- 

ing to the principle of least privilege, respecting the ”need to 

know” approach so that each entity only has access to the data 

strictly necessary to carry out the processes commissioned. 

Minimise the interaction or interoperability of the processing 

that implies the identity verification with other processing op- 

erations in third parties. Establish agile channels of communica- 

tion with all third parties involved in the processing, especially 

in the case of breaches, incidents or errors. 

5. Poor performance: Employ specific techniques to avoid presen- 

tation or morphing attacks and prevent a subject from present- 

ing his or her face involuntarily (asleep, fainted, etc.). In other 

words, make proactive efforts to minimise false positives. Iden- 

tify and remedy all possible sources of error and bias early to 

minimise false negatives. Use databases with more than one 

image for each subject in training the techniques and com- 

paring facial signatures. Establish before processing the criti- 

cal performance metrics to quantify their reliability and ap- 

propriateness and the requirements for their values. Audit in 

real time that performance requirements are met by quantify- 

ing performance with the selected metrics. Establish the pro- 

cedures and decision mechanisms that must be followed when 

performance requirements are not met. Publish this information 

(performance requirements and actual performance) so subjects 

can access it. 

Any security practitioner using facial recognition to verify a 

ubject’s identity should apply these mitigations to properly man- 

ge the threats identified in the previous section and minimise the 

isks to users’ rights and freedoms. 

. Conclusion 

Many products and services in the cybersecurity field rely on 

acial recognition processes to verify users’ identities. From every- 

ay gestures such as unlocking a smartphone or passing through 

n airport to less frequent processes such as opening a bank ac- 
10 
ount or taking an online test, facial recognition is increasingly 

resent in the field. 

This research aims to facilitate the ethical and responsible use 

f such techniques by proposing a three-stage methodology. A tax- 

nomy of current application domains and use cases has been pre- 

ented during the first stage. This taxonomy enables the identifica- 

ion of common aspects and the introduction of a generic architec- 

ure to perform privacy threat modelling in the four identified ap- 

lication domains: Access Control, Know Your Customer, Payments 

nd Presence control. 

During the second stage, threat modelling is performed using 

he LINDDUN methodology, based on a standard Data Flow Dia- 

ram and finding fifteen different privacy threats. The first set of 

dentified threats, shown in this paper, is the first privacy-related 

odel for identity verification based on facial recognition, and it 

s comprehensive (considering all current application domains and 

ll possible threats) thanks to the followed research methodology 

nd the use of LINDDUN. 

The third stage of the proposed method involves the discussion 

f these threats, determining five critical risk factors affecting iden- 

ity verification based on face recognition: power imbalance, data 

ature, centralized databases, the collaboration between different 

ntities and poor performance. Finally, a catalogue of safeguards to 

elp mitigate these risk factors appropriately is provided. 

The conducted research should also help users to understand 

he risks they face when employing such techniques for identity 

erification and to decide whether it is appropriate for them in 

ach specific use case or situation. Finally, suppose that new ap- 

lication domains or use cases for identity verification based on 

acial recognition emerge in the future. In that case, they should 

e added to the taxonomy, the threat model should be updated, 

nd an analysis should be made to know if they involve any new 

isk factors that would imply expanding the list of recommenda- 

ions provided. Always following the proposed methodology and 

sing this paper as a basis. 
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