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Abstract

In this paper a stochastic version of the Set Packing Problem, SPP, is studied via scenario analysis. We consider a one-stage recourse approach to deal with the uncertainty in the coefficients. This consists of maximizing in the stochastic SPP a composite function of the expected value minus the weighted risk of obtaining a scenario whose objective function value is worse than a given threshold. The splitting variable representation is decomposed by dualizing the nonanticipativity constraints that link the deterministic SPP with a 0-1 knapsack problem for each scenario under consideration. As a result a (structured) larger pure 0-1 model is created. We present several procedures for obtaining good feasible solutions, as well as a preprocessing approach for fixing variables. The Lagrange multipliers updating is performed by using the Volume Algorithm. Computational experience is reported for a broad variety of instances, which shows that the new approach usually outperforms a state-of-the-art optimization engine, producing a comparable optimality gap with smaller (several orders of magnitude) computing time.
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1 Introduction

Frequently, a number of problems that we find in the real-world present element which escape the control of the decision-maker. The uncertainty often originates from the impossibility of choosing one scenario where the problems occur, and then, it is unclear which objective function should be optimized. However, some information could become available by estimating a weight (probability) for each of the potential scenarios. This circumstance allows us to use Stochastic Integer Programming, SIP, for solving one-stage problems (also known as simple recourse problems), see [7].

Indeed, these types of problems, where different scenarios may occur, are formulated in SIP through a Deterministic Equivalent Model, DEM. This is a deterministic problem whose optimal solutions either provide an averaged objective value among all the possible scenarios or “good” solutions for the original problem because, for instance, they reduce the probability of the occurrence of non-desired scenarios. In the first case, most of the approaches consider as objective function the expected value alone and in the second one, some of the approaches try to avoid the non-desired scenarios by using some rejecting risk measure. In this sense, it has been widely studied mean-risk measures by considering semi-deviations [37], reject probabilities (so-called excess probabilities for minimization problems) [47] and conditional value-at-risk [41, 48] as risk measure-based functions to optimize.

In the literature we can find different solution procedures for these models; for instance, Benders decomposition [2, 4, 7, 11, 19, 18, 20, 29, 30, 44, 51], Lagrangian decomposition [12, 17, 23, 26, 28, 43, 46, 47, 48, 54], disjunctive decomposition [35, 50], stochastic branch-and-cut [36, 49, 55] or branch-and-fix coordination [1] approaches. See also [20, 45, 52] for solving the two-stage problem having mixed-integer first- and second-stage variables.

In this paper, we will analyze a stochastic version of the Set Packing Problem whose deterministic formulation is given by:

\[(SPP) \quad \max \quad cx \]
\[\text{s.t.} \quad Ax \leq 1, \]
\[x \in \{0, 1\}^m.\]
where \( c \in \mathbb{R}_+^m \) and \( A = (a_{ij})_{i \in I, j \in J} \) with \( a_{ij} \in \{0, 1\} \) \( \forall (i,j) \in I \times J = \{1, \ldots, n\} \times \{1, \ldots, m\} \).

This problem has numerous applications and its polyhedra structure has been broadly studied during the last 40 years, see e.g., [34]. We can find in the literature different approaches to solve either the general problem (see [9, 38]) or particular and important versions such as assignment problems, combinatorial auction problems [13], or location problems (see [8] for the Simple Plant Location Problem, [10] for the Hub Location Problem or [53] for the Reliability Location Problem) among others. However, in spite of what has been extensively studied for the Set Packing problem, we only find in the literature some attempts to deal with a stochastic version of this problem where \( A \) is a random matrix, (see e.g., [16, 22, 40]).

Unlike the SPP where the coefficients of the objective function was assumed to be known, we were motivated by real problems where these coefficients are uncertain. Consider, for example, the case of a farmer who specializes in raising corn. He has three different types of corn seed and three pieces of land with the same size. Based on past experience, the farmer knows that the mean yield of this three pieces of land can be different by two main reasons: the type of seed corn and the weather conditions. In particular, each type of corn has a mean yield depending on the landscape where it has been allocated. Moreover, this mean yield could be below average for dry years, on average for normal years and above average for raining years. The farmer has a minimum requirement to cattle feed, such that, any production in excess of the feeding requirement would be sold, otherwise the farmer must buy corn. Therefore, since weather conditions cannot be accurately predicted six months ahead, the farmer must make up his mind without perfect information. In this case, the constraints of the problem are given by a classical assignment problem (three types of corn seed allocated to three pieces of land) and the problem can be stated in three different scenarios (with dry, normal or raining weather). In addition, since the purchase prices are rather expensive, the goal of the farmer is to obtain the maximum benefit but avoiding solutions with very low production in some scenarios (although, in others these solutions may provide the best production), i.e., the farmer rejects risks (see Section 2.3 and 4 for an illustration of the formulation of this kind of problems).
In this paper we present an exact algorithm for the (one stage) stochastic Set Packing problem, SSPP, where a mean–risk function is considered as the objective function, in particular, mean–$\beta$ risk for some positive risk measure and some $\beta > 0$. Some other approaches, say, type min-max or max-min to reduce the probability of the occurrence of non-desired scenarios, such as the minimization of the greatest regret robust solution value (i.e, the greatest difference between the optimal solution value of the scenarios and the provided solution value over the scenarios) or the maximization of the solution value for the worst scenario, require specific equations across the scenario constraint systems. Instead of those approaches, we only require an independent new constraint for each scenario, allowing an easier decomposition of the problem.

There are not many approaches for solving large-scale stochastic combinatorial problems via scenario analysis. See in [21] the presentation of an exact algorithm for medium sized multistage mixed 0-1 problems. See also in [31] a heuristic algorithm for SIP solving, where a subset of scenarios is updated at each iteration of the algorithm. See in [14] approximation algorithms polynomially solvable for stochastic job problems, where the uncertainty lies in the processing of each job and the goal is to compute a policy whose expected value is provably close to that of an optimal adaptive policy. [16] studies stochastic variants of the 0-1 dimensional knapsack problem to pack a maximum-value collection of items with stochastic vector-valued sizes; see there additional applications for the maximum clique, stable set, matching, $b$-matching and others. [5] presents a heuristic procedure for stochastic integer problems under probability constraints and [15, 33] make use of the scenario analysis for dealing with the stochastic knapsack problem or the stochastic machine replacement problem. None of these approaches explicitly consider the Set Packing problem under uncertainty in the coefficients of the objective function.

The main ingredients of the algorithm for SSPP that we present here are: (a) designing a one-stage DEM for the mean–risk SSPP; (b) exploiting the special structure of the DEM of the mean–risk stochastic integer program for fixing variables in the preprocessing; (c) presenting the splitting variable representation of the DEM; (d) obtaining good lower bounds of the optimal solution for mean–risk SSPP; and (e) obtaining tight upper bounds on the optimal solution, by using the Volume Algorithm [3] to update
The remainder of the paper is organized as follows. Section 2 deals with some properties of the SSPP model and three procedures for obtaining feasible solutions (i.e., lower bounds for the optimal solution value). At the end of the section, we give an illustration of the kind of problems for which the method of the paper provide solutions. Section 3 presents the Lagrangian decomposition. Section 4 reports the computational experience that we have obtained. Section 5 concludes.

2 The model and its properties

Given a set of scenarios \( \Omega \), we will consider two types of Set Packing problems. The first one, the deterministic model, looks for an optimal solution at each scenario \( \omega \in \Omega \):

\[
(SPP_\omega) \quad \max \sum_{j \in J} c^\omega_j x_j \\
\text{s.t.} \sum_{j \in J} a_{ij} x_j \leq 1, \quad \forall i \in I \\
x_j \in \{0, 1\}, \quad \forall j \in J,
\]

where \( c^\omega = (c^\omega_1, \ldots, c^\omega_m) \in \mathbb{R}^m_+ \) is the vector of benefits associated with the scenario \( \omega \), \( A = (a_{ij})_{i \in I, j \in J} \) is a 0-1 matrix and \( x \) is the scenario based vector of variables. In the example of the introduction, \( c^\omega \) vector represents the mean yield for the different weather conditions (alternatively, it might be the benefits of bids in auctions problems) and the constraints represents the assignment problem that ensure that each type of corn seed should be allocated to just one piece of land.

In the second one, the stochastic model, it is the weighted sum of the objective functions over all scenarios that is maximized.

\[
(SPP_\Sigma) \quad \max \sum_{\omega \in \Omega} \sum_{j \in J} w^\omega c^\omega_j x_j \\
\text{s.t.} \sum_{j \in J} a_{ij} x_j \leq 1, \quad \forall i \in I \\
x_j \in \{0, 1\}, \quad \forall j \in J,
\]

where \( w^\omega \) gives the weight that the modeler associates to the scenario \( \omega \).
In this paper, we will study the particular stochastic version that consists of the maximization of the objective function expected value minus the weighted risk of having a scenario with an objective function value smaller than a given threshold, by the inclusion of an additional reject risk constraint for any $\omega \in \Omega$:

$$(\text{SSPP}) \quad \max \sum_{\omega \in \Omega} \sum_{j \in J} w^\omega c^j_x x_j - \beta \sum_{\omega \in \Omega} w^\omega \delta^\omega$$

s.t. \[
\sum_{j \in J} a_{ij} x_j \leq 1, \quad \forall i \in I
\]

\[
\sum_{j \in J} c^\omega_j x_j \geq \phi - \phi \delta^\omega, \quad \forall \omega \in \Omega
\]

\[
x_j, \delta^\omega \in \{0, 1\}, \quad \forall j \in J, \omega \in \Omega,
\]

where $\beta$ is the penalty associated with the scenarios whose objective value is smaller than a given value $\phi$. Note that $\delta^\omega$ is defined so that it takes the value 1 if $c^\omega \cdot x < \phi$ and the value 0 otherwise, see [45]. In other words, the definition of $\delta$ is just what is required to find a feasible solution of SSPP from a feasible solution of $\text{SPP}_\Sigma$. This model represents real situations where a penalty is applied if the objective value of a scenario is not greater than or equal to a given threshold. In the example of the farmer in the introduction, this threshold can be given by the requirement to cattle feed.

In the following, we shall denote by $v(P)$ to the optimum value of problem $P$. Also, we shall assume that if $\nu_1, \ldots, \nu_k$ are a well-defined set of variables, then $\nu$ is the vector $(\nu_1, \ldots, \nu_k)$.

2.1 Relationship between $v(\text{SPP}_\omega)$, $\phi$ and $\beta$

It is worthwhile mentioning that depending on the relationship between the values $v(\text{SPP}_\omega)$, $\phi$ and $\beta$, the process of obtaining an optimal solution of SSPP could have very different levels of difficulty.

The case where $\beta$ is small enough, the optimal solution of $(\text{SPP}_\Sigma)$, in general, provides a good lower bound of the problem. Indeed, since the penalty of not satisfying the risk constraints is quite small, the optimal solution of $(\text{SPP}_\Sigma)$ could be quite close to the optimal solution of SSPP. In the case where $\beta$ is large enough, a good lower bound can be provided with those solutions such that the number of scenarios in which
\( v(SPP_{\omega}) \geq \phi \) is as large as possible.

Additionally, we are able to fix \( \delta^{\omega} = 1 \) for any \( \omega \in \Omega \) such that \( v(SPP_{\omega}) < \phi \), therefore, if \( \phi \) is big enough we can fix \( \delta^{\omega} \) for many \( \omega \in \Omega \) and the resulting problem can be solved in a easier way. In other words, difficult problems are those with \( \phi < \min_{\omega \in \Omega} v(SPP_{\omega}) \).

### 2.2 Lower bounds of \( v(SSPP) \)

SSPP is often too difficult to be solved directly. A lower bound for the value of the objective function in an optimal solution of SSPP allow to measure the gap when an upper bound for the same value is known and thus the quality of an interval containing the optimal value. If this lower bound comes from a feasible solution, it also helps to reduce computation time of any algorithm which needs a feasible seed for starting.

Since one of the goals of this paper is to perform a Lagrangian algorithm for solving the SSPP and any Lagrangian algorithm gives upper bounds of the optimal value, then we would like to have good lower bounds of \( v(SSPP) \).

In this section three different procedures for obtaining lower bounds of \( v(SSPP) \) are described. In Section 4 the efficiency of these lower bounds is illustrated.

**Procedure I.** Solving the linear relaxation of SSPP provides a lower bound of \( v(SSPP) \) in a very easy way. In this procedure, we analyze a stronger formulation of this linear relaxation, by solving an integer linear programming, that obviously allows us to obtain better lower bounds. In particular, the procedure can be described through the following steps.

**Step 1** For each \( \omega \in \Omega \) solve

\[
\begin{align*}
& \min \sum_{j \in J} c_{j}^{\omega} x_{j} \\
& \text{s.t.} \sum_{j \in J} a_{ij} x_{j} = 1, \quad \forall i \in I' \\
& x_{j} \in \{0, 1\}, \quad \forall j \in J.
\end{align*}
\]

where \( I' \) is a subset of \( I \) for which the above problem has a feasible solution.

Let \( c^{\omega}_{\text{min}} \) be the optimal value for each \( \omega \in \Omega \).
**Step 2** In SSPP replace

\[ \sum_{j \in J} c_{ij}^\omega x_j \geq \phi - \phi \delta^\omega, \quad \forall \omega \in \Omega, \]

with the new ones

\[ \sum_{j \in J} c_{ij}^\omega x_j \geq \phi - \delta^\omega (\phi - c_{\min}^\omega), \quad \forall \omega \in \Omega, \]

and solve the corresponding linear relaxation.

One way of computing \( I' \) is to start with \( I' = I \) : if the problem in Step 1 has a feasible solution, stop; else set \( I' = I' \setminus \{i\} \) for an \( i \in I' \). We repeat until the problem in Step 1 has a feasible solution. At the end, \( I' \neq \emptyset \) because \( a_{ij} \in \{0, 1\} \).

Note that the solution of the LP relaxation of the revised formulation is a lower bound of \( v(\text{SSPP}) \). Moreover, the efficiency of this procedure is due to the fact that the lower bounds can be computed in a very easy way because only an integer linear programming, which is an assignment problem, is needed to be solved. In addition, the resulting stronger linear relaxation of SSPP can be solved very fast by any commercial solver.

**Procedure II.** This procedure provides a lower bound by finding a feasible solution of SSPP from an optimal solution of \( \text{SPP}_\Sigma \). In particular, the procedure can be described through the following steps.

**Step 1** Solve \( \text{SPP}_\Sigma \). Let \( x \) be an optimal solution of \( \text{SPP}_\Sigma \).

**Step 2** Set

\[ \delta^\omega = \begin{cases} 
1, & \text{if } \sum_{j \in J} c_{ij}^\omega x_j < \phi \\
0, & \text{otherwise},
\end{cases} \]

for all \( \omega \in \Omega \).

**Step 3** Compute

\[ \sum_{\omega \in \Omega} \sum_{j \in J} w_{ij}^\omega c_{ij}^\omega x - \beta \sum_{\omega \in \Omega} w_{ij}^\omega \delta^\omega. \]

Note that \((x, \delta^\omega)\) is a feasible solution of SSPP, then its objective value for the SSPP provides a lower bound for \( v(\text{SSPP}) \). This procedure is useful for updating lower bounds in Lagrangian iterative algorithms (see Section 3.1).
**Procedure III.** This procedure is special suitable for large values of $\beta$. The idea behind this approach is to obtain a feasible solution of SSPP with as many scenarios as possible providing values greater than $\phi$.

Given a feasible solution of $\text{SPP}_\Sigma$, we choose those scenarios, $\Omega' \subseteq \Omega$, where $v(\text{SPP}_\omega)$ is a promising value for any $\omega \in \Omega'$. We have chosen $v(\text{SPP}_\omega) > 0.9\phi$ for each $\omega \in \Omega'$ as our criterium for promising.

Then, a good lower bound could follow from the following scalarized problem:

$$(\text{MOSPP}_\rho) \quad \max_{\omega \in \Omega'} \sum_{j \in J} \rho^\omega w^\omega c^\omega_j x_j$$

s.t. $\sum_{j \in J} a_{ij} x_j \leq 1, \forall i \in I$

$x_j \in \{0, 1\}, \forall j \in J,$

for certain $\rho^\omega > 0$ with $\omega \in \Omega'$. Hence, Procedure III is defined by the following iterative scheme.

**Input** $I, J, \beta, \phi, \Omega, \text{LBitera}_{\text{max}}, w^\omega, c^\omega$ for any $\omega \in \Omega$.

**Step 1** Initialize $\text{LB} = -\infty, \rho^\omega = 1$ for any $\omega \in \Omega$, $\text{LB} \text{iterations} = 0$.

**Step 2** Solve $\text{SPP}_\Sigma$ and let $x$ be an optimal solution. Set $\Omega' = \{\omega \in \Omega : c^\omega x > 0.9\phi\}$ and set $\rho^\omega = 0$ for any $\omega \in \Omega \setminus \Omega'$.

**Step 3** Consider $A, B, C \subseteq \Omega'$, such that, $A = \{\omega \in \Omega' : 0.9\phi < c^\omega x \leq \phi\}$, $B = \{\omega \in \Omega' : \phi < c^\omega x \leq 1.1\phi\}$, $C = \{\omega \in \Omega' : c^\omega x > 1.1\phi\}$.

**Step 4** Set $\rho^\omega = 1.7\rho^\omega$ for $\omega \in A$, $\rho^\omega = 0.9\rho^\omega$ for $\omega \in B$, and $\rho^\omega = 0.8\rho^\omega$ for $\omega \in C$.

**Step 5** Solve $\text{MOSPP}_\rho$ and let $x$ be an optimal solution. Define $\delta^\omega = 1$ if $c^\omega x < \phi$ and 0 otherwise $\forall \omega \in \Omega$.

**Step 6** If $\sum_{\omega \in \Omega} w^\omega c^\omega x - \beta \sum_{\omega \in \Omega} w^\omega \delta^\omega > \text{LB}$, then $\text{LB} = \sum_{\omega \in \Omega} w^\omega c^\omega x - \beta \sum_{\omega \in \Omega} w^\omega \delta^\omega$.

**Step 7** Set $\text{LB} \text{iterations} = \text{LB} \text{iterations} + 1$. If $\text{LB} \text{iterations} < \text{LBitera}_{\text{max}}$, then go to Step 3. Else, stop.

This procedure does not consider the scenarios with objective value much smaller than $\phi, \Omega \setminus \Omega'$, and it allocates: 1) big weights to the scenario $\omega \in \Omega'$, such
that, \(v(SPP_\omega) < \phi\) but close enough to \(\phi\); and 2) intermediate weights to those scenarios, \(\omega \in \Omega'\), such that, \(v(SPP_\omega) \geq \phi\). As we mentioned, the idea behind this approach is to obtain a feasible solution of SSPP with as many scenarios as possible providing values greater than \(\phi\). Then, in such cases, the penalty \(\beta\) is avoided and hopefully a solution built under these conditions will provide a “good” objective value. In summary, this procedure gives the most importance to those scenarios that are close to having an objective value greater than or equal to \(\phi\), for this reason we assign to these scenarios a higher weight in the next iteration, in particular the value \(1.7\rho^\omega\) have shown to be special suitable in our computational experience. Moreover, those scenarios that have already reached this value are given intermediate weights in the hope that in the next iteration they will keep its value over \(\phi\); in this case, for the next iteration we assign to scenarios of sets \(B\) and \(C\) the weights \(0.9\rho^\omega\) and \(0.8\rho^\omega\), respectively. Finally, in order to reach the goal, we sacrifice those scenarios which, in principle, are less likely to reach an objective value greater than \(\phi\), so we assign a null weight to the scenarios with optimal objective value lower than or equal to \(\phi\).

### 2.3 Relationship between the optimal solution to SSPP and related problems

The relationship presented in this section indicates the relevance of the integrality constraints of \(\delta^\omega\)-variables for all \(\omega \in \Omega\). Indeed, the linear relaxation of the problem in this section has an optimal solution with \(x_j \in \{0, 1\} \forall j \in J\), and \(\delta^\omega \notin \{0, 1\}\) for some \(\omega \in \Omega\). In principle, one could conjecture that if \(\sum_{\omega \in \Omega} \delta^\omega = 0\) for an optimal solution of the SSPP then this value is also 0 for an optimal solution of its corresponding linear relaxation. However, in order to prove that this is not the case, consider the following example where the set packing constraints are given by those of an assignment problem, each scenario has the same associated probability, \(|I| = |J| = 2\), \(|\Omega| = 11\), \(\beta = 0.9\), \(\phi = 10\), i.e.

\[
\max \frac{1}{|\Omega|} \sum_{\omega \in \Omega} \sum_{i \in I} \sum_{j \in J} w^{\omega} c_{ij}^\omega x_{ij} - \frac{\beta}{|\Omega|} \sum_{\omega \in \Omega} \delta^\omega
\]
\[
\begin{align*}
\text{s.t.} \quad \sum_{i \in I} x_{ij} & \leq 1, \quad \forall j \in J \\
\sum_{j \in J} x_{ij} & \leq 1, \quad \forall i \in I \\
\sum_{i \in I} \sum_{j \in J} c_{ij}^{\omega} x_{ij} & \geq \phi - \phi \delta^\omega, \quad \forall \omega \in \Omega \\
x_{ij}, \delta^\omega & \in \{0, 1\}, \quad \forall i \in I, j \in J, \omega \in \Omega 
\end{align*}
\]

with
\[
c^1 = \begin{pmatrix} 11 & 5 \\ 5 & 11 \end{pmatrix}, \quad c^\omega = \begin{pmatrix} 5 & 5 \\ 5 & 4 \end{pmatrix} \quad \text{for } \omega \in \{2, \ldots, 11\}.
\]

In this case, the optimal solution for the relaxed problem is \(x_{11} = x_{22} = 1, x_{12} = x_{21} = 0, \delta^1 = 0, \delta^\omega = 0.1\) for any \(\omega \in \{2, \ldots, |\Omega|\}\) with objective function value 10.1. The optimal solution of SSPP is \(x_{11} = x_{22} = 0, x_{12} = x_{21} = 1\) and \(\delta^\omega = 0\) for each \(\omega \in \Omega\), obtaining an objective value of 10. However, the sum for the optimum value of variables \(\delta^\omega\) for \(\omega \in \Omega\) for the corresponding LP relaxed optimal solution takes the value 1.

Additionally, it is worth while mentioning that there are some particular situations where we can obtain an optimal solution of SSPP in an easy way by solving in SPP\(_\Sigma\). Indeed, whenever an optimal solution of SPP\(_\Sigma\) satisfies that \(\sum_{j \in J} c_j^{\omega} u_j \geq \phi\) for any \(\omega \in \Omega\), that solution is also optimal for SSPP with \(\delta^\omega = 0\) for any \(\omega \in \Omega\).

### 3 Lagrangian decomposition

A commercial IP solver can be used to solve SSPP. But, in general, such an approach will yield excessive running times, even for moderately sized problems (see Section 4). This motivates the development of an alternative to solving SSPP directly that exploits the intrinsic framework of the model. Between the different alternatives that we have studied to solve SSPP, the most efficient has been based on the Lagrangian decomposition algorithm that we describe in the following.

With the aim of splitting the SSPP into several subproblems, we duplicate several variables. Setting \(z_j = x_j, s_j^1 = x_j, \) for all \(j \in J, s_j^\omega = s_j^{\omega+1}, \forall j \in J, \omega \in \{1, \ldots, |\Omega| - 1\},\)
and writing the model in terms of the variables $\delta^\omega$, $z$ and $s^\omega$ SSPP becomes:

$$\begin{align*}
\max & \quad \sum_{\omega \in \Omega} \sum_{j \in J} w^\omega c^\omega_j z_j - \beta \sum_{\omega \in \Omega} w^\omega \delta^\omega \\
\text{s.t.} & \quad \sum_{j \in J} a_{ij} z_j \leq 1, \quad \forall i \in I \hfill (1) \\
& \quad z_j = s^1_j, \quad \forall j \in J \hfill (2) \\
& \quad s^\omega_j = s^{\omega+1}_j, \quad \forall j \in J, \omega \in \{1, \ldots, |\Omega| - 1\} \hfill (3) \\
& \quad \sum_{j \in J} c^\omega_j s^\omega_j \geq \phi - \phi \delta^\omega, \quad \forall \omega \in \Omega \hfill (4) \\
& \quad z_j, s^\omega_j, \delta^\omega \in \{0, 1\}, \quad \forall j \in J, \omega \in \Omega. \hfill (5)
\end{align*}$$

Dualizing the constraints (2) and (3) with the Lagrange multipliers vectors $\alpha$ and $\lambda^\omega$, respectively, yields the Lagrangian Decomposition problem LD:

$$\begin{align*}
\text{(LD)} \quad \max & \quad \sum_{\omega \in \Omega} \sum_{j \in J} w^\omega c^\omega_j z_j - \beta \sum_{\omega \in \Omega} w^\omega \delta^\omega + \sum_{j \in J} \alpha_j (z_j - s^1_j) + \sum_{j \in J} \sum_{\omega=1}^{|\Omega|-1} \lambda^\omega_j (s^\omega_j - s^{\omega+1}_j) \\
\text{s.t.} & \quad (1), (4), (5).
\end{align*}$$

Therefore, the objective value of LD is the result of the addition of the Lagrangian subproblems $P_0, P_1, \ldots, P_{|\Omega|}$,

$$v(\text{LD}) = v(P_0) + \sum_{\omega \in \Omega} v(P_\omega),$$

where

$$\begin{align*}
\text{(P}_0\text{)} \quad \max & \quad \sum_{j \in J} \left( \sum_{\omega \in \Omega} w^\omega c^\omega_j + \alpha_j \right) z_j \\
\text{s.t.} & \quad \sum_{j \in J} a_{ij} z_j \leq 1, \quad \forall i \in I \\
& \quad z_j \in \{0, 1\}, \quad \forall j \in J,
\end{align*}$$

$$\begin{align*}
\text{(P}_1\text{)} \quad \max & \quad \sum_{j \in J} (\lambda^1_j - \alpha_j) s^1_j - w^1 \beta \delta^1 \\
\text{s.t.} & \quad \sum_{j \in J} c^1_j s^1_j \geq \phi - \phi \delta^1, \\
& \quad \delta^1, s^1_j \in \{0, 1\}, \quad \forall j \in J,
\end{align*}$$

12
Moreover, setting the algorithm introduced there for solving our 0-1 knapsack problems.

Subproblems lies in the possibility of optimally solving them without calling any IP solver; given the good results reported in [32] for solving knapsack problems, we propose the algorithm introduced there for solving our 0-1 knapsack problems.

\[
\begin{align*}
(P_\omega) \quad & \text{max} \sum_{j \in J} (\lambda_j^\omega - \lambda_{j}^{\omega-1})s_j^\omega - w^\omega \beta \delta^\omega \\
& \text{s.t.} \sum_{j \in J} c_j^\omega s_j^\omega \geq \phi - \phi \delta^\omega, \\
& \delta^\omega, s_j^\omega \in \{0, 1\}, \forall j \in J,
\end{align*}
\]

for all \( \omega \in \{2, \ldots, |\Omega| - 1\} \) and

\[
\begin{align*}
(P_{|\Omega|}) \quad & \text{max} \sum_{j \in J} (-\lambda_j^{0|\Omega|-1})s_j^{0|\Omega|} - w^{0|\Omega|} \beta \delta^{0|\Omega|} \\
& \text{s.t.} \sum_{j \in J} c_j^{0|\Omega|} s_j^{0|\Omega|} \geq \phi - \phi \delta^{0|\Omega|}, \\
& \delta^{0|\Omega|}, s_j^{0|\Omega|} \in \{0, 1\}, \forall j \in J.
\end{align*}
\]

Moreover, setting \( \bar{s}_j^\omega = 1 - s_j^\omega \forall j \in J, \omega \in \Omega \) and \( \bar{\delta}^\omega = 1 - \delta^\omega \forall \omega \in \Omega \), we can rewrite P₁, \ldots, P_{|\Omega|} as the following 0-1 knapsack problems \( \bar{P}_1, \ldots, \bar{P}_{|\Omega|} \):

\[
\begin{align*}
(\bar{P}_1) \quad & \text{max} \sum_{j \in J} (\alpha_j - \lambda_j^1)\bar{s}_j^1 + w^1 \beta \bar{\delta}^1 + \sum_{j \in J} (\lambda_j^1 - \alpha_j) - w^1 \beta \\
& \text{s.t.} \sum_{j \in J} c_j^1 \bar{s}_j^1 + \phi \bar{\delta}^1 \leq \sum_{j \in J} c_j^1, \\
& \bar{\delta}^1, \bar{s}_j^1 \in \{0, 1\}, \forall j \in J,
\end{align*}
\]

\[
\begin{align*}
(\bar{P}_\omega) \quad & \text{max} \sum_{j \in J} (\lambda_j^{\omega-1} - \lambda_j^\omega)\bar{s}_j^\omega + w^\omega \beta \bar{\delta}^\omega + \sum_{j \in J} (\lambda_j^\omega - \lambda_j^{\omega-1}) - w^\omega \beta \\
& \text{s.t.} \sum_{j \in J} c_j^\omega \bar{s}_j^\omega + \phi \bar{\delta}^\omega \leq \sum_{j \in J} c_j^\omega, \\
& \bar{\delta}^\omega, \bar{s}_j^\omega \in \{0, 1\}, \forall j \in J,
\end{align*}
\]

for all \( \omega \in \{2, \ldots, |\Omega| - 1\} \) and

\[
\begin{align*}
(\bar{P}_{|\Omega|}) \quad & \text{max} \sum_{j \in J} \lambda_j^{0|\Omega|-1} \bar{s}_j^{0|\Omega|} + w^{0|\Omega|} \beta \bar{\delta}^{0|\Omega|} - \sum_{j \in J} \lambda_j^{0|\Omega|-1} - w^{0|\Omega|} \beta \\
& \text{s.t.} \sum_{j \in J} c_j^{0|\Omega|} \bar{s}_j^{0|\Omega|} + \phi \bar{\delta}^{0|\Omega|} \leq \sum_{j \in J} c_j^{0|\Omega|}, \\
& \bar{\delta}^{0|\Omega|}, \bar{s}_j^{0|\Omega|} \in \{0, 1\}, \forall j \in J.
\end{align*}
\]

To be precise, \( v(P_\omega) = v(\bar{P}_\omega) \) for all \( \omega \in \{1, \ldots, |\Omega|\} \). The interest of these new subproblems lies in the possibility of optimally solving them without calling any IP solver; given the good results reported in [32] for solving knapsack problems, we propose the algorithm introduced there for solving our 0-1 knapsack problems.
3.1 Lower bound (LB) updating

Subsection 2.2 explains how a feasible solution for SSPP can be built from a feasible solution of SPP$_\Sigma$ or equivalently, for SPP$_\omega$ with $\omega \in \Omega$ (see Procedure II). Each Lagrangian iteration solves $P_0$, which is a set packing problem. Then, our algorithm will check at any iteration whether the feasible solution for SSPP obtained from the optimal solution of $P_0$ gives an optimal value greater than the initial LB obtained by the heuristic procedure described also in the Procedure III of Subsection 2.2; in this case, we will update the LB in the algorithm.

3.2 Fixing variables

Making use of the structure of our problem, we can develop two methods for fixing variables, the first one for the $s$-variables and the second for the $\delta$-variables. Fixing variables have two benefits: it reduces the size of the problem and it helps to increase the lower bounds of $v(\text{SSPP})$ because the optimal value of its LP relaxation also increases. Since one of the goals of this work is to illustrate that we can obtain narrow intervals containing the optimal solution for a class of difficult stochastic programs in a reasonable time, the size of the problem and the quality of the lower bound strongly influences on the time.

The updating of the Lagrangian multipliers is an iterative method. We shall assume throughout this section that we are at iteration $t$ of the Lagrangian multipliers updating procedure.

3.2.1 Fixing $s$-variables

For a better and intuitive understanding, we will consider the problems $P_0, P_1, \ldots, P_{|\Omega|}$ to describe this fixing variables procedure instead of their corresponding transformations, $\overline{P}_0, \overline{P}_1, \ldots, \overline{P}_{|\Omega|}$. Note that fixing the value of $s^\omega_j$ is equivalent to fixing the value of $\bar{s}^\omega_j$.

Let $v_t(\text{LD})$ and $v_t(P_0)$ be the optimal values of problems LD and $P_0$, respectively, at iteration $t$, and let $z^t, (s^\omega,t, \delta^\omega,t)$ be the optimal solutions of the problems $P_0, P_\omega$ for $\omega \in \Omega$, respectively, at that iteration $t$. Moreover, let $\alpha^t_j, \lambda^\omega,t_j$ be the Lagrange
multipliers at iteration $t$ for $j \in J$ and $\omega \in \{1, \ldots, |\Omega|\}$. Using this notation we can obtain the following result:

**Proposition 3.1** Let $z^t_k = s^1_k = \ldots = s^{|\Omega|}_k = 0$ for some $k \in J$ at iteration $t$. Then,

$$v_t(LD) - \alpha^t_k - v_t(P_0) + v(P_=)$$

is an upper bound for SSPP with the additional constraint $x_k = 1$, where

$$(P_=) \quad \max \sum_{\omega \in \Omega} \left( \sum_{j \in J} w^\omega c_j^\omega + \alpha^t_j \right) z_j$$

s.t.

$$\sum_{j \in J} a_{ij} z_j \leq 1 \quad \forall i \in I$$

$$z_k = 1$$

$$z_j \in \{0, 1\} \quad \forall j \in J.$$

**Proof:**

Let $\hat{z}^t$ and $\hat{s}^{\omega,t}$ be defined by $\hat{z}^t_k = \hat{s}^{\omega,t}_k = 1$, $\hat{z}^t_j = z^t_j$ and $\hat{s}^{\omega,t}_j = s^{\omega,t}_j$ for any $j \in J \setminus \{k\}$. Since $(s^{\omega,t}_j, \delta^{\omega,t})$ is an optimal solution for $P_\omega$ with $\omega \in \Omega$, and then feasible, we have that $\sum_{j \in J} c^\omega_j s^\omega_j \geq \phi - \phi \delta^\omega$, for each $\omega \in \Omega$. Hence, since $\sum_{j \in J} c^\omega_j \hat{s}^{\omega,t}_j \geq \sum_{j \in J} c^\omega_j s^\omega_j$, $(\hat{s}^{\omega,t}_j, \delta^{\omega,t})$ is feasible for $P_\omega$, i.e.,

$$\sum_{j \in J} c^\omega_j \hat{s}^{\omega,t}_j \geq \phi - \phi \delta^\omega, \quad \forall \omega \in \Omega.$$ 

Thus, the sum of differences between the objective function of $P_\omega$ at the solutions $(s^{\omega,t}_j, \delta^{\omega,t})$ and $(\hat{s}^{\omega,t}_j, \delta^{\omega,t})$ for $\omega \in \Omega$ is given by

$$\lambda^{1,t}_k - \alpha^t_k - \lambda^{|\Omega|-1,t}_k + \sum_{\omega=2}^{|\Omega|-1} (\lambda^{\omega,t}_k - \lambda^{|\Omega|-1,t}_k) = -\alpha^t_k.$$ 

Finally, we solve $P_=$ because $\hat{z}$ is not always a feasible solution of $P_=$. \qed

Thus, if value (6) is smaller than LB (Subsection 2.2), we can fix a set of variables to zero, i.e., we can add $z_j = s^1_j = \ldots = s^{|\Omega|}_j = 0$ for all the subsequent problems.

### 3.2.2 Fixing $\delta$-variables

If $\delta^{\omega,t} = 0$ for a certain $\omega \in \Omega$ at iteration $t$, then the value

$$v_t(LD) - w^\omega \beta$$

In this context, the notation and definitions are specific to the problem of solving the Single Source Location Problem (SSPP) with a focus on computing multipliers at certain iterations and using these multipliers to construct upper bounds for the problem. The propositions and proofs are designed to demonstrate the validity of the proposed bounds and the feasibility of certain solution strategies, particularly when additional constraints are introduced.
is an upper bound for SSPP, where the additional constraint $\delta^\omega = 1$ is imposed. Consequently, if it is smaller than LB (Subsection 2.2), we can fix the variable to zero, i.e., $\delta^\omega = 0$.

See also the remark in Subsection 2.1 for fixing $\delta^\omega = 1$.

### 3.3 Lagrange multipliers updating

In this section we describe the methodology that we have followed for updating the Lagrange multipliers. In particular, we have considered the so-called Volume Algorithm proposed in [3], which is a modification of the traditional subgradient algorithm introduced in [25], see also [6], among others. The algorithm is designed to avoid the oscillatory behaviour of the traditional subgradient method for updating the Lagrange multipliers. Unlike the classical subgradient procedures, the Volume Algorithm only updates the multipliers when they correspond with an improvement of the incumbent solution of the Lagrangian problem (notice that the multipliers are updated at each iteration in the subgradient method), and the feasible solution is replaced by a convex combination of solutions obtained in previous iterations, instead of only considering the last one. For overviews on multiplier updating schemes, see [17, 24, 27, 42], among others.

Thus, at each iteration we compute

$$
\alpha^t_j = \hat{\alpha}_j - \gamma^t (\tilde{z}^{t-1}_j - \tilde{s}^{1,t-1}_j)
$$

$$
\lambda^\omega,t_j = \hat{\lambda}^\omega_j - \gamma^t (\tilde{s}^{\omega,t-1}_j - \tilde{s}^{\omega+1,t-1}_j)
$$

where $\hat{\alpha}_j$ and $\hat{\lambda}^\omega_j$ are the Lagrange multipliers from the last iteration in which the incumbent solution was improved; $\tilde{z}^t_j$ and $\tilde{s}^{\omega,t}_j$ are given by the following convex combination

$$
\tilde{z}^t_j = \tau z^t_j + (1 - \tau)\tilde{z}^{t-1}_j
$$

$$
\tilde{s}^{\omega,t}_j = \tau s^{\omega,t}_j + (1 - \tau)\tilde{s}^{\omega+1,t-1}_j
$$

with $0 < \tau \leq 1$; $z^t_j$ is an optimal solution of problem $P_0$ at iteration $t$; $(s^{\omega,t}_j, \delta^{\omega,t}_j)$ is an optimal solution of problem $P_\omega$ at iteration $t$ for $\omega \in \Omega$, obtained from an optimal
solution \((\bar{s}^\omega, \bar{\delta}^\omega)\) of \((P^\omega)\) by doing \((s^\omega, \delta^\omega) = (1 - \bar{s}^\omega, 1 - \bar{\delta}^\omega)\); finally,

\[
\gamma^t = \frac{\pi^t(v_t(LD) - LB)}{\sum_{j \in J}(\bar{z}_j^t - \bar{s}_j^t)^2 + \sum_{j \in J} \sum_{\omega=1}^{(|\Omega|-1)} (\bar{s}_j^\omega - \bar{s}_j^{\omega+1})^2}
\]

with \(0 < \pi^t \leq 2\).

Since the values of \(\pi^t\) and \(\tau\) can be set to fixed values for a number of iterations and could change (usually decrease) afterwards, we follow the advice in [3] for re-computing \(\pi\) and \(\tau\). (In any case, it can be shown that \(v_t(LD) \to v(LD)\) if \(v_t^t \to 0\) and \(\sum_{k=0}^\infty \pi^k \to \infty\), whenever \(t \to +\infty\), see [3, 39]). Let \(v^t_{1,j} = z^t_j - s^{1,t}_j\), \(v^t_{2,j} = s^{\omega,t}_j - s^{\omega+1,t}_j\), \(\bar{v}^t_{1,j} = \bar{z}^t_j - \bar{s}^{1,t}_j\), \(\bar{v}^t_{2,j} = \bar{s}^{\omega,t}_j - \bar{s}^{\omega+1,t}_j\) for \(j \in J\) and \(\omega = 1, \ldots, |\Omega| - 1\).

- \(\tau\) updating. At each iteration we compute \(\tau_{\text{opt}}\) as the value that minimizes

\[
\|\tau(v^t_1, v^t_2) + (1 - \tau)(\bar{v}^t_1, \bar{v}^t_2)\|.
\]

If this \(\tau_{\text{opt}}\) is negative, equivalently \((\bar{v}^t_1, \bar{v}^t_2)((v^t_1, v^t_2) - (\bar{v}^t_1, \bar{v}^t_2))\) is positive, we would set \(\tau = \tau/10\). Otherwise, we would set \(\tau = \min\{\tau, \tau_{\text{opt}}\}\).

- \(\pi\) updating. The iterations are classified into three types: red, green and yellow iterations (the notation proposed in [3] is followed). Red iterations are those Lagrangian iterations in which the incumbent solution is not improved. If the incumbent solution is improved we compute

\[
(v^t_1, v^t_2) \cdot (\bar{v}^t_1, \bar{v}^t_2).
\]

If it is negative it means that a longer step in the direction \((v^t_1, v^t_2)\) would have given a larger value for \(v^t(LD)\), this iteration is called yellow. If it is non negative, it is called green. At each green iteration, we would set \(\pi = \min\{2, 1.1\pi\}\). After a sequence of 50 consecutive red iterations we would decrease the value, i.e., \(\pi = 0.66\pi\).

The initial values for \(\tau\) and \(\pi\) in the computational experiment whose results are reported in Section 4 are 0.1 and 1.5, respectively.
3.4 Initial and final multipliers

The performance of our algorithm, like many Lagrangian relaxation algorithms, is somewhat sensitive to the choice of the initial Lagrange multipliers. We have observed that values of the Lagrange multipliers for the instances of our computational study varies depending on the value of $\beta$ and the difference $\phi - \beta$. We can find suggestions in the literature for taking the first value of the Lagrange multipliers as the dual variables associated with the nonanticipativity constraints (2) and (3) in the LP relaxation of model SSPP. However, since the results in the computational section were satisfactory enough we preferred not to add a formula for initializing multipliers, which evidently would depend on our data set instances. Instead we initialize $\alpha = 0$ and $\lambda = 0$.

When we start with $\alpha = 0$, $\lambda = 0$, it results that $v(LD) = v(P_0)$ since $v(P_1) = \ldots = v(P_{|\Omega|}) = 0$, what is obviously a bad upper bound for the cases in which a non-empty set of $\delta$-variables take value 1 at the optimal solution of SSPP. We have empirically observed that the Lagrange multipliers which give the best incumbent solution satisfy $\alpha_j > \lambda_j^1 > \ldots > \lambda_j^{|\Omega|}$ for all $j \in J$. However, initializing $\alpha$ and $\lambda$ in such a way does not guarantee that the initial upper bound is better than the upper bound obtained with $\alpha = \lambda = 0$ except if the increase in $v(P_0)$ is smaller than the summation of decrease in $v(P_1) = \ldots = v(P_{|\Omega|})$.

3.5 Algorithm

Taking into account all the previous results, we describe the following algorithm to solve Problem SSPP. It is a Lagrangian algorithm in which the lower bounds are computed following the advices in Subsection 2.2 and the lagrangian multipliers are updated with the Volume Algorithm methodology (Subsection 3.3).

**ALGORITHM 3.1**

**Step 1** Initialize $\alpha$, $\lambda$, $UB$ (Upper Bound), $\pi$, $\tau$, and iterations (maximum number of iterations).

**Step 2** Check if there is an “easy optimal solution”, see Subsections 2.1 and 2.3. If there are any, then stop.
Step 3 Compute a lower bound (LB) with Procedure III presented in Subsection 2.2.

Step 4 Perform the Lagrangian algorithm with the properties presented in Subsection 3.3. At each iteration, $P_0$ is optimally solved calling an IP optimization engine, and $P_1, \ldots, P_{|\Omega|}$ are optimally solved through the exact algorithm COMBO for 0-1 knapsack problems proposed in [32]. The algorithm stops when the optimum is found or when the number of iterations exceeds iterations.

In particular, we have set $\alpha = 0$, $\lambda = 0$, $UB=10^7$, $\pi = 1.5$, $\tau = 0.1$ and $\text{iterations} = 1000$. In Step 3 we set $LB_{\text{itera}_{\text{max}}} = 500$. Values 0 for $\alpha$ and $\lambda$ are justified in Section 3.4. $UB$ is a large constant with respect to the $c_{ij}^\omega$ we are going to use in Section 4 (see there that $c_{ij}^\omega \in \{1, \ldots, 100\}$.) Values for $\pi$ and $\tau$ are recommended in [3] for the volume algorithm. For “iterations” and “LB_{\text{itera}_{\text{max}}}” we checked several possibilities and one for which we obtained satisfactory results was $\text{iterations} = 1000$ and $LB_{\text{itera}_{\text{max}}} = 500$.

4 Computational study

We tested our algorithm over 90 instances. In all cases the Set Packing problem is the assignment problem and the likelihood of each scenario is $w^\omega = 1/|\Omega|$. Thus we solve

$$\max \frac{1}{|\Omega|} \sum_{\omega \in \Omega} \sum_{i \in I} \sum_{j \in J} c_{ij}^\omega x_{ij} - \beta \sum_{\omega \in \Omega} \delta^\omega$$

s.t. $\sum_{i \in I} x_{ij} \leq 1$, $\forall j \in J$

$\sum_{j \in J} x_{ij} \leq 1$, $\forall i \in I$

$\sum_{i \in I} \sum_{j \in J} c_{ij}^\omega x_{ij} \geq \phi - \phi \delta^\omega$, $\forall \omega \in \Omega$

$x_{ij}, \delta^\omega \in \{0, 1\}$ $\forall i \in I, j \in J, \omega \in \Omega$.

and we do $I' = I$ in Procedure I of Section 2.2. The costs are randomly generated, such that $c_{ij}^\omega$ are drawn from $U\{1, \ldots, 100\}$.

Throughout all the testing, we used CPLEX version 9.1, default settings, and we coded in C, on a Sun Java Workstation W2100z with 2 Opteron dual processors 2.6 GHz and 4 GB of RAM.
Table 1: Performance of the algorithm for 18 instances

Table 1 summarizes the results for 18 instances out of our testbed. The first five columns describe the parameters and the size of the model. In order to appreciate the influence of the number of scenarios in the solution, the first and the second horizontal blocks only differ in the number of scenarios, analogously the third and the fourth horizontal blocks and the fifth and sixth, respectively. Moreover, for analyzing the influence of the value $\phi - \beta$ on the difficulty of the problem we have decreased this difference for any horizontal block: $800 - 300 < 900 - 200 < 1000 - 100; 1600 - 600 < 1700 - 300 < 2000 - 200; 3300 - 700 < 3500 - 500 < 4000 - 400$.

The following five columns in Table 1 are obtained by asking CPLEX to solve SSPP directly: $v^*$ is $v$(SSPP); $\approx v^*$ and gap are the best solution that CPLEX obtains before giving the message “out of memory” and the smallest gap associated with this best solution (if “–” appears in those columns it is because CPLEX finds the optimal value and thus, the gap is zero); $t$ is the time in seconds that CPLEX needs either for giving $v^*$ or $\approx v^*$. Finally, $\#\delta$’s is the number of $\delta$ variables that take value one at the optimal solution (this number is obviously always smaller than $|\Omega|$). Moreover, we have checked that all our data instances are not easy instances in the sense of Section 2.1, i.e. $\phi < \min_{\omega \in \Omega} v$(SPP<$\omega$).

The rest of the columns in the table measure the performance of our Lagrangian
| $\beta$ | $\phi$ | $|I|$ | $|J|$ | $|\Omega|$ | $LB$ | $\tau/10^{\tau_{opt}}$ | $1.1 \pi$ | $0.66 \pi$ | iterat. | $t$ | gap |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 100 | 1000 | 15 | 15 | 15 | 1 | 615.2 | 7.8 | 17 | 19 | 828.8 | 8 | 5.23 |
| 200 | 900 | 15 | 15 | 15 | 0.2 | 607.8 | 6.6 | 12.4 | 19 | 804.2 | 8 | 4.18 |
| 300 | 800 | 15 | 15 | 15 | 0 | 514.2 | 5.6 | 9.4 | 15.2 | 609.6 | 6.4 | 1.05 |
| 100 | 1000 | 15 | 15 | 30 | 0.4 | 627.8 | 10.4 | 12.8 | 19 | 794.6 | 8.2 | 7.48 |
| 200 | 900 | 15 | 15 | 30 | 0.2 | 441.6 | 15 | 12.4 | 19 | 883.4 | 9.4 | 9.44 |
| 300 | 800 | 15 | 15 | 30 | 0.2 | 693.6 | 8.4 | 10.8 | 19 | 832.6 | 8.2 | 3.77 |
| 200 | 2000 | 30 | 30 | 30 | 2 | 869.8 | 4.8 | 15.2 | 19 | 925.8 | 25.2 | 6.67 |
| 300 | 1700 | 30 | 30 | 30 | 0 | 889.2 | 3.4 | 9.2 | 19 | 850.2 | 23.2 | 1.00 |
| 600 | 1600 | 30 | 30 | 30 | 0.4 | 221.8 | 1 | 3.6 | 7.6 | 383.8 | 10.4 | 0.09 |
| 200 | 2000 | 30 | 30 | 60 | 1.2 | 842.2 | 5.2 | 15 | 19 | 837.2 | 33.4 | 7.57 |
| 300 | 1700 | 30 | 30 | 60 | 0.2 | 817.4 | 6.8 | 11.8 | 19 | 883.8 | 35.6 | 4.92 |
| 600 | 1600 | 30 | 30 | 60 | 0 | 898.8 | 7.2 | 10 | 19 | 751.4 | 30.2 | 4.25 |
| 400 | 4000 | 60 | 60 | 60 | 1 | 831.6 | 2.2 | 9.2 | 19 | 699.6 | 121.8 | 4.62 |
| 500 | 3500 | 60 | 60 | 60 | 1.6 | 847.8 | 0.4 | 11.4 | 19 | 842.2 | 146.8 | 2.36 |
| 700 | 3300 | 60 | 60 | 60 | 0.8 | 673.4 | 6.2 | 7.6 | 19 | 749 | 127.4 | 0.99 |
| 400 | 4000 | 60 | 60 | 100 | 0 | 0 | 18 | 12.6 | 9 | 196.6 | 125.2 | 11.23 |
| 500 | 3500 | 60 | 60 | 100 | 0.4 | 0.2 | 18.6 | 10.4 | 13.4 | 119 | 178.2 | 10.33 |
| 700 | 3300 | 60 | 60 | 100 | 0.6 | 4.2 | 18.4 | 15.8 | 15 | 130.8 | 197.8 | 6.82 |

Table 2: Performance of the algorithm for 90 instances (each line is the average of five data instances)

algorithm: LB and UB are the final lower and upper bounds (values in these columns are rounded off); $itera$ is the number of iterations that our algorithm needs for obtaining UB (it is not the total number of iterations because we have set this parameter to 1000, in fact, all the instances with positive gap have stopped at iteration number 1000); $t$ is the total time of our algorithm in seconds; and gap is $((UB - LB)/UB) \times 100$.

Table 1 illustrates that the smaller is the difference $\phi - \beta$, the smaller is usually the gap of our Lagrangian algorithm. We see on the table data instances with $\#|\delta| \approx 0.2|\Omega|$, with $\#|\delta| \approx 0.5|\Omega|$ and with $\#|\delta| \approx 0.8|\Omega|$. In general, the instances with $\#|\delta| \approx 0.5|\Omega|$ are more difficult for CPLEX while for our Lagrangian algorithm the larger gaps are associated with cases $\#|\delta| \approx 0.8|\Omega|$. On average, the reduction in time (seconds) is large and it is more evident for large problems. In cases where CPLEX cannot find the optimum, our algorithm frequently obtains smaller gaps in rather less time. Comparing the first and the second horizontal blocks, we observe that $\#|\delta|$ increases when the number of scenarios also increases, analogously comparing the third and the fourth and the fifth and sixth, respectively; notice that $\#|\delta|$ comes from 10 to 24, from 3 to 14, . . . , from 7 to 37. Finally, in case $itera$ was larger than 800 we have checked if the resulting gap was smaller with 1500 iterations and in all cases it did not improve.
Table 1 evidences that it is quite difficult to solve SSPP by just calling CPLEX for the cases that we have experimented with. Since, in order to fill in this table for the whole testbed of 90 instances, excessive space will be required, we have summarised in Table 2 our computational experiment, which concentrates on the performance of our Lagrangian algorithm for the testbed. Each line in the table gives the mean for five instances with the same characteristics and different random seeds. $\uparrow LB$ is the number of times that the lower bound is updated with the Lagrangian algorithm. The small values in this column indicate the efficiency of the Procedure III: see Subsection 2.2. $\tau/10$ is the number of times we do this computation. According to [3], $\tau/10$ occurs when the algorithm is near the optimum, so its is foreseeable that, for instance, if $\tau/10$ is 800 the value of $\tau$ has even decreased during the first 200 iterations (remember that the number of iterations is fixed to 1000). $\tau_{opt}$ is the number of times it occurs: in case that $\tau/10$ is not done, a condition should be satisfied for doing $\tau_{opt}$. Next, $1.1 \times \pi$ and $0.66 \times \pi$ also count the number of times it occurs. Finally, the last vertical block of the table summarizes the number of iterations needed for finding the best upper bound, the total time required for the 1000 iterations and the final gap, $((UB - LB)/UB) \times 100$. The information in this last vertical block strengthens the information shown in Table 1. The times are reasonable in all the 90 instances and gaps are small in the majority of cases.

5 Concluding Remarks

In this paper we have studied a scheme for solving large-scale stochastic set packing problems SSPP via one-stage scenario analysis, Lagrangian Decomposition and the Volume Algorithm for multipliers updating. The function is a composite mean–risk function. The problem is decomposed in a deterministic SPP to be iteratively solved by a general 0-1 optimization engine and a scenario based 0-1 knapsack problem. The upper bounding of the optimal solution can be performed in parallel given the independent character of the SPP solving and the knapsack problems to solve. From the computational experience that we have carried out, we can draw the following conclusions: (1) The mean–risk SSPP instances are very difficult to solve by general 0-1 optimiza-
tion packages; (2) The knapsack algorithm from [32] works very well; (3) SPP with totally unimodular matrices (assignment problem, flow problems, . . . ) are easy for the optimization engine CPLEX; (4) Our decomposition approach, jointly with the Volume Algorithm from [3], gives a computing time that is reasonable; (5) Its gap is small in the majority of the cases we have tested and, in particular, the computing time is much smaller (several orders of magnitude) than the time required by plain use of CPLEX, mainly, for the cases where it does not obtain the optimal solution with a comparable gap; and (6) The smaller the difference $\phi - \beta$, the smaller usually is the gap that we obtain.
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